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Sp:iceborne  remote sensing instruments allow the acquisition of global and synoptic information

for Earth Science investigations. In particular, active microwave observations have the added

advantage of providing diurnal measurements and being relatively uncontaminated by the

intervening atmosphere. Here, we review three different applications of active microwave remote

sensing that have contributed geophysical measurements of a scale and accuracy which surpass

what could be accomplished with airborne or in-situ observations. These are synthetic aperture

radar interfercmwtry,  scatterometry  and altimetry. For each of these areas, we describe the

measurement principle, the current technology, the applications and a brief look into the future.

Spaceborne Imaging Radar  Interferometry

Background

Radar interferometry  is a technique for combining coherent radar images recorded by antennas at

different locations or at different times to form interferograms  which permit the detection of small

differences in range, to better than the wavelength (h) of the signal, between the two points of

observation. The measurements are extremely useful for construction of high-resolution

topographic maps and surface change maps. The observational geometry of across-track

interferomctry  is depicted in Fig. 1. For a given set of repeat-pass observations, from the ith and

jth epochs, with baseline B,J and look angle 0, the intcrfcrometric  phase difference :it each sample

is

A~,, = (4 n /k) 13,, sin(t3  - a,,) + (4 n/L)A p,, = @(OP~,JP,Y  + $,,,,l,,,,”l,n, (1)

where cx is the tilt of the basc]inc with respect to the horizontal. The difference in the slant range

path length Ir,-r,l is approximated by B’r. The first term, $[,,PO~,,,Pl,Y, contains phase contributions

from the topography of the Earth surfi~cc relative to the interferometric baseline. The sensitivity of
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(he measurements to surfi~cc relief is directly proportional to the length of the baseline. If the

scatterers are displaced by Ap,, in the range direction between the two observations, then the

observed phase, will include a second contribution of (47t/A)Ap,j due this displacement. This

additional term, $~,,Pl,iC.nWn,, is independent of the spatial baseline. When the ith and jth observations

are acquired at the same time (single-pass intcrferomctry),  only the first term is relevant. If the ith

and jth observations are separated by a time interval, it is generally referred to as repeat-pass

interferornetry. In the case where more than one observation is available, it is known as multiple

pass interferomctry,  The reader is referred to the following articles for more detailed description of

the principles of imaging radar interfcrometry  (1, 2, 3, 4).

Here, wc consider the more important practical limitations to the solution of the above equation

which affect the accuracies of the derived topography or motion field: phase unwrapping; baseline

length/orientation; and phase noise. A digital intcrferogram  is the product of two co-registered

complex images Ii and Ij* (* is the complex conjugate). The measured phases are moduio-2n of

the absolute phase, A$,, , in (1). In order to create relative measurements this phase field needs to

be unwrapped to remove the 27c ambiguity. This is a difficult task especially if the phase noise

(introduced by the radar system) is high or if the phase field has high spatial frequency (2). The

unwrapped phase differ from the absolute intcrferomctric  phase, A$lj , by an integer number of

cycles for the entire phase field. Assuming $~,,Pl,,C,{,Wm[ =0 in the following discussion, a simple

method to determine this constant would be to find one target in the intcrferogram  with known

position relative to the interferometer. Other methods for estimating absolute phase have been

proposed and are used in different types of processing. Another significant error source results

from errors in knowledge of the baseline length and orientation. It is impossible to separate an

error in the baseline angle knowledge from a slope in the surface topography. Hence, the

sensitivity of interferometer to surface relief is a function of baseline length and orientation.



‘4

Extremely precise knowledge of the baseline geometry and length is required if an absolute height

estimates arc needed. Phase noise results from various fidctor including thcrm:il noise, sampling

and processing artifacts, and the correlation of individual radar echoes before they are combined to

form the interferogram,  Uncertainties in baseline orientation causes slowly varying error whereas

phase noise (expected to be random) describes the statistical variability of elevat ion estimates at

each sample.

If an interferogram contains a mixture of topography and motion components in the observed

phase, additional information is required to separate the two measurements. Much of it depends on

the nature and magnitude of the motion field. For example, if a D13M of the region of interest is

available, then the topographic phase cbuld be removed. Or, multiple interferograms  could be used

to estimate the two parameters. Some examples in the following sections illustrate several

interesting use of spaceborne interferomctric  datascts.

Evolution of the Technology

Imaging radar interferometry  involves a mix of raclar technology and data/signal processing

techniques. Like most application technologies, the rate of development was limited by available

datasets for experimentation and verification. Graham (5) of Goodyear Aerospace Corporation

first demonstrated the feasibility of operating an airborne imaging radar system in interferornetric

mode to generate elevation maps using optically processed data. Their interferometer consists of

two antennas mounted one above the other on a side-looking moving gimbal. Subsequently,

Zebkcr and Goldstein ( 1 ) at the Jet Propulsion Laboratory (JPL) refined these techniques using

digitally-processed complex data from a side-looking synthetic aperture radar mounted on the

NASA CV990  aircraft. Gray and Ferris-Manning (6) of the Canada Center for E&mote  Sensing
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(CCRS) reported the results of u repeat-track implementation. The single pass airborne systems of

JPL and CCRS have generated extensive datasets for a number of years . Since then, there is a

growing number of interfcromctric  systems developed for high resolution topographic mapping

and for studies in geology, glaciology,  hydrology and forestry. The current JPL TOPSAR system

has two interferometers, both flush mounted to the fuselage of the DC-8 aircraft, that operate at L-

and C-bands. The CCRS system uses the C-band channel of radar on their Convair CV-580

aircraft. Other airborne interferometers were developed by the following organizations:

Environmental Research Institute of Michigan (7), Norden Systems, ~Jnited Technologies. The

Technical tJniversity  of Denmark and Dornier  of Germany both have operational airborne

interferometers.

.,,

Researchers at JPL first demonstrated that interfcrometric procedures could be applied to satellite

SAR data acquired on separate SEASAT passes (2, 3). Differential interferometry  (using multiple

interferograms) was used by Gabriel et al. (8) for detection of sub-centimeter surface

displacements over a large area. The SEASAT satellite, launched in 1978, provided a key source

of satellite data for interferornctric  studies until the launch of the European Remote Sensing

Satellite (ERS- 1 ) in July of 1991. The SEASAT SAR was operated at L-band (25 cm

wavelength) and the ERS- 1 SAR was operated at C-band. Both provided temporal baselines close

to three days but the longer wavelength of SEASAT makes that data less prone to temporal

dccorrclation.  At shorter wavelengths, the data are more prone to temporal decorrelation  due to its

sensitivity to small scale changes in the scattering characteristics of the natural medium. The

Japanese J-ERS 1 radar, launched in 1992, has an L-band SAR which also provided repeat pass

interferometric datasets. The repeat period of 44 d~iys, however, with rather long for certain

applications. A number of Earth science studies have been carried out using these. datasets.



The SIR-C/X-SAR missions (both approximately 10 days) were flown in April and October 1994

and tested the technology of repeat-pass rad:ir  in(crferomctry for topographic mapping of the Earth

and for detection of surface change. The multi-frequency radars mounted in the shuttle bay were

operated at L-, C- and X-bands. The L- and C-band radars had vertical and horizontal transmit and

receieve capabilities for collecting multi-polariz,ation observations. These radar dataset allowed an

assessment of the relative merits of repeat-pass interferometers for mapping the Earth surface.

During late 1995 and early 1996, the ERS - 1 and ERS-2 (launched in 1995) SARS were flown in

tandem to collect a near-global dataset suitable for repeat-pass interferometric analysis. The orbits

were maintained such that the repeat tr%’cks of the two radars were separated by one day thus

providing 1-day intervals between data acquired for interferometry.  Subsequently, ERS- 1 was

decommissioned as an operational sensor. Late in 1995, the Canadian RADARSAT (another C-

band SAR with 24-day repeat) was launched but the orbits were not routinely adjusted to the

baseline tolerances required for interferomctry.  IIowever,  it still provided subsets of data suitable

for interferornetic studies.

These satellite systems have ccdlected significant volumes of repeat-pass datasets. There is quite a

large growth in the use of these data for Earth Science investigations.

Applications in Earth Science

We provide examples of three Earth Science areas where the use of radar interferometry  has

blossomed: topographic mapping; measurement of glacial ice motion; and, monitoring of

earthquakes. The most direct application of radar interferometry  is topographic mapping. Accurate
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DEMs are required by a number of Earth science disciplines including hydrology, ecology,

glaciology,  geomorphology  and atmospheric circulation (9). For example, the JPL/NASA

TOPSAR system exhibits errors of about 1 m rms in flatter regions and 3 m in mountainous

areas. As a comparison, the standard United States Geological Survey (USGS) product generally

available has a 30 m posting and a level of accuracy of approximately 7 m. The achievable

accuracy is better than standard US maps. For parts of the world that are relatively poorly

mapped, topographic mapping using radar interferometry is a alternative to traditional

photogrammetric  surveys. This is especially attractive in regions where the cloud cover precludes

the use of visible sensors.

Goldstein et al. (10) produced the first%  lap of ice motion over the Rutford Ice Stream in

Antarctica. In this demonstration, they used an image pair with very small baseline (approx. 4m)

to avoid contamination due to surface relief. The sensitivity to line-of-sight motion is better that

1 m/year and comparison of derived measurement with ground based observations showed good

agreement. Subsequently, Joughin  et al. (11) and Rignot et al. (12) both demonstrated the

observability of ice motion on the Greenland Ice Sheet after the removal of the topographic

component of the signal. Kwok and Fahnestock  (13) used a sequence of interferograms  to separate

the motion and topographic components of the measured interferometric  phase with the

assumption is that the motion is constant over the observation period. Other studies have

progressed further to use intcrferometric  observations to produce maps of grounding lines and

multiple observations to derive 3-dimensional velocities. As an illustration, Fig. 2 shows a map of

the motion field of the Ross Ice Shelf in Antarctica just east Roosevelt Island. The topographic

component of phase was removed. Flow patterns east of Roosevelt Island are explained by the

flow of ice through the channel bounded by the Shir:ise Coast (400-500 ntiyear). The situation is

more complicated west of Roosevelt Island. There, large rifts extend away from the Bay of
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Whtiles and slice through the ice shelf. Eventually these I:irgc blocks of ice will be separate (an

event known as calving) from (he shelf ice and flow off as icebergs. Observations such as this

have given glaciological  investigators an unprecedented view of the velocity fields of the various

regimes of glacial ice flow . By analyzing just a few SAR images, these interferometric  procedures

can provide dense fields of observation that otherwise would require many years of extremely

expensive field work to compile.

The mapping of coseismic  displacement of earthquakes was demonstrated by Massonnet  et al.

(14, 15) and Zbker et al. (16). Massonnet  et al. (14) used two images (before and after an

earthquake) and removed the topographic component using a simulated topographic phase field

generated using an available DEM. Z&ker  et al. (16) used three complex SAR images: one before

and two after the main Landers earthquake in June, 1992. The topographic phase is removed by

differencing two interferograms: one with surface motion and one without. Again, these

techniques have been used routinely to monitor the effects of earthquake in the past several years.

Fig. 3 shows a map of ground motion in the aftermath of an earthquake. This figure of the area

around Kobe, Japan was created by combining two JERS - 1 Synthetic Aperture Radar images

acquired two and one half years apart to form an intcrferogram,  which contains a record of the

topography of the surface and the change in topography between the imaging times. Because the

JERS- 1 satellite imaged the area from nearly the same path on orbit (baseline= O mat the top of

the scene and about 100 m at the bottom of the scene), there is very little sensitivity in the

interferogram  to the topography: the steep mountains north of the city of Kobe cannot be seen in

the color signature of the interferogram.  However, the surface changed dramatically over the 2.5

years, because the magnitude 7 Kobe earthquake occurred between imaging times. Most of the

color variations on Awaji island and in the city of Kobe are the signature of strong displacement of

the surFacc due to the earthquake. The distance that the ground moved is dcpictcd  as color



9

contours, with 11.75 cm of distance shown as on cycle of color variation. It can be seen that the

ground moved by greater than 1 meter from before to after the earthquake. Very noisy colors

along the port areas east of Kobc indicate massive surface disruption from liquefaction of the

surface and collapse of structures.

Future Perspectives

Radar interferometry  is rapidly maturing into a routine tool for providing important measurements

for supporting Earth science investigations and other applications. There are a number of

spaceborne radar systems on the horizon designed to provide interferometric  observations as one

of their primary mission.
,,

In 1999, the Shuttle Radar Topography Mission (SRTM) will be launched with the purpose of

producing the most accurate and complete topographic map of the Earth’s surface. The SRTM

mission is a joint project of the Department of Defence’s  National Imagery and Mapping Agency

(NIMA), NASA, and the German and Italian Space Agencies. SRTM will build on the technology

of the earlier Spaceborne Imaging Radar (SIR-CLX-SAR)  missions were flown in 1994. The

objective of the new mission is to collect elevation measurements of nearly 8070 if the Earth’s land

sur~dce. These observations will be assembled into Digital Elevation Models (DEMs). These

DEMs will have planimetric  resolution of 30 meters and a relative height accuracy of 10 m. Maps

of this accuracy can be used for a large number of scientific, civilian and militaty applications. The

SRTM interferometer will operate at two frequencies (C- and X-bands). The interferometer will

have a baseline of approximately 60-nl. A set of antennas will be mounted in the bay of shuttle and

another set will be mounted at the end of a boom deployed from the shuttle bay after orbit

insertion. The interferograms  are obtained from complex SAR data collected from the two sets of
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antennas. In this case, we will have a C-band and X-band interferogram  for most of the Earth

surface. The entire dataset will be acquired in an 11-day mission. The bulk of the data processing

to convert the radar signal data to Digital Elevation Models will mke more than on year.

The European Space Agency (ESA) is planning to launch EN VISAT in late 1998 as a follow-on

to the ERS satellites and the Canadian Space Agency (CSA) is planning the launch of

RADARSAT II toward the end of the century. The proposed NASA LightSAR is an imaging

satellite that would used advanced technologies to reduce the cost and enhance the quality of

images taken with SAR technology. All these spaceborne missions will have an interferometry

component. The data from these missions will provide quantitative measurements at an

unprecedented spatial and temporal scale into the next  century.

Spaceborne Scatterometry:  Ocean Winds

Background

Wind Scatterometers  are radars specifically designed to measure wind velocities over the oceans.

Microwave scatterometer measurements have been shown to be sensitive to ocean surface winds

in a number of airborne campaigns, the Skylab S-193 RADSCAT and SEASAT Scatterometer

(SASS) experiments. During the early 1960’s, the Naval Research Laboratory conducted an ocean

radar measurement program using aircraft rad,ars to quantify the sea clutter as a function of sea

surface wind speed and sea state ( 17, 18). Thereafter NASA sponsored the development of

airborne radars with extensive fkld  programs to help interpret scatterometer  measurements in

terms of oceanic parameters. In 1966, Moore and Pierson ( 19) proposed a spaceborne
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1970’s, NASA sponsored improved aircraft (AAFE RADSCAT) and Skylab- 193 scatterometer

programs (20, 21 ) that paved the way for a full-blown demonstration of a spaceborne sensor: the

SASS experiment.

On June 28, 1978, SASS was launched on SEASAT to provide global measurements of ocean

surface wind vectors (22, 23). Although SEASAT operated only for three months, SASS had

acquired a large volume of scattering measurements along with excellent in-situ observations over

a wide range of atmospheric and oceanic conditions. It demonstrated the feasibility of the remote

sensing surface wind. Furthermore, an empirical geophysical model function (SASS-2) (24)

relating the ocean backscatter  ((s.) to “fiind  speed and direction between the incidence angles of O

and 650 derived from SASS data provided a foundation for the design of NASA scatterometers

(NSCAT and SeaWinds) in the 1980-90’s.

Following the SASS experiment, the ERS series of satellites with on-board C-band microwave

scatterometers  (25) and have been providing global surface wind measurements since 1991. The

NASA Scatterorneter  (NSCAT) aboard the Japanese Advanced Earth Observation Satellite

(ADEOS) was launched on August 17, 1996, and has been found to have a significant impact on

numerical weather forecasting, storm monitoring and many other scientific applications. Follow on

NASA and ESA satellite scatterotneters  have been planned to extend the time series of satellite

wind products to the 2 1st century.

Measurement Principle
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Scat(erometers  can measure ocean surface winds bccallse  the dependence of radar backscat(er  (GO)

on ocean surface roughness, which is a function of surface wind velocity. Here 00 is defined as the

normalized radar cross section of the sea surface and is related to the scatterometer  measurements

by the radar equation (25). Wind roughened surfaces in the form of gravity and capillary waves,

breaking waves and foam, are due to the balance of wind input and dissipative processes. Changes

in wind velocity cause changes in the roughness of these surface waves. Directional response of

the ocean surface to wind forcing makes the profiles of gravity and capillary waves rougher in the

along-wind direction than those across. Nonlinear wave-wave modulation creates asymmetric

distributions of capillary waves on long waves with more capillary waves on the leeward faces

than on the windward faces (26, 27). Over a critical wind velocity, depending on the stability of

surface layer, waves may become unsfable and eventually break to dissipate the excess energy

input. As the air bubbles entrained in water by breaking waves gradually rise to the surface,

foaming whitecaps consisting of mixed air bubbles with water are highly visible on the su-rface.

These surface waves and foam interact with radar waves and the strength of the returned echoes

provide a link between backscatter  and surface wind speed and direction.

The typical dependence of microwave ocean backscatter on surface wind velocities is illustrated in

Fig. 4. As shown, 00 is a monotonic increasing function of wind speed at incidence angles above

20 degrees, and has a few decibel (dB) of variation over azimuth angles. The backscatter  at angles

greater than 20 degree is dominated by Bragg scattering by short-gravity and capillary waves of a

few centimeter wavelength at microwave frequencies above 5 GHz. As shown, 00 is larger in the

upwind direction than the crosswind direction (upwind-crosswind asymmetry), and there is a

small difference between upwind and downwind observations (upwind-downwind asymmetry).

These asymmetries are caused by the preferential directional features of surface waves described

above. At small incidence angles (<10 degrees), the backscattcr  signal is dominated by the specular
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reflection by the surhce,  usually referred as geometric optics scattering. Because the short-gravity

and capillary waves reduce the specular reflectivity of the surF~ce,  GO has a negative wind speed

sensitivity at near normal incidence angles. However, geometric optics scattering is insensitive to

wave direction at less than 15 degree incidence angles. Hence, microwave scatterometers  typically

operate at above 20 degree incidence for near-surface wind velocity measurements.

TO facilitate the retrieval of surface wind velocities from radar measurements, a geophysical model

function (GMF) relating the microwave ocean backscatter  to the surface wind velocity is required.

In principle, if there is an accurate mathematical representation of ocean surface waves and an

accurate scattering theory accounting for the interaction of electromagnetic waves with ocean

surfaces, the relationship of 60 and oce~n surface parameters can be established for any

observation angles and frequencies. However, present hydrodynamic and electromagnetic theories

are not yet mature enough to produce an accurate geophysical model function for operational

considerations. An alternative approach for deriving the scatterometer  GMF is to empirically

correlate the radar measurements with the surface ground truth. A variety of input winds, including

numerical weather model winds and buoys, have been considered for the development of such an

empirical function (28, 29). For example, CMOD4 developed for the European Space Agency

(ESA) is based on the colocated  European Centre for Medium-Range Weather Forecasts

(ECMWF) analysis field and ERS- 1 scatteromcter  measurements (30). A similar approach using

the National Center for Environmental Prediction (NCEP) and ECMWF winds together with the

Special Sensor Microwaveflrnager  wind speed products was employed to derive the first version

of NSCAT model function.

Since crO depends on both wind speed and direction, a single GO measurement is inadequate for the

retrieval of both variables (see Fig. 4). To retrieve the wind vector, multiple u{) measurements are



made at several different azimuthal angles. Fig. 5 depicts the measurement geometries of SASS,

ERS, NSCAT and SeaWinds scatterometcrs.  SASS collected 00 measurements at two azimuth

angles separated by 90 degrees, and there are up to four possible wind directions for the SASS

measurement geometry. To reduce the number of wind direction solutions (ambiguities), ERS

scatterometers  and NSCAT added one antenna beam to the SASS antenna geometry. With no

measurement noiss, ERS scattcrorneters  and NSCA1 measurements allow unique determination

of the correct wind direction. However, the upwind and downwind asymmetry of ocean 60 are not

significant and with noise-contaminated radar measurements, the correct wind direction (closest to

the true) and the one in the opposite direction remain ambiguous. Hence, the ambiguity selection

skill, which is defined as the probability that the cc)rrect  wind direction solution is selected, is a

very important parameter for scatterori{eter data analysis.

The scatterometer wind accuracy is limited by the accuracies of radar measurements and

geophysical model functions. The sources of radar measurement errors result from uncertainties in

instrument calibration, background and instrument thermal noise, finite time-bandwidth product,

and propagation loss through atmosphere. instrument calibration errors typically appear as a biases

and may drift as a function of titne. Thermal noise and limited time-bandwidth product

uncertainties are expected to be random and are important at low winds because of low signal to

noise rat io. Atmospheric loss is expected to be smal Ier for ERS scatterometers  operating at C-band

(5.3 GHz) than NSCAT operating at Ku-band ( 13,995 Ghz), but will introduce biases in the

retrieved wind speed if left uncorrected. In particular, the error caused by atmospheric loss can be

significant at high winds typically associated with thick cloud cover and rain. The other major error

source for wind retrieval is the uncertainty of the geophysical model function, which may be

influenced by many other geophysical parameters besides the winds, such as w:ive height and sea

and air temperatures.
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Current Technology

NSCATis fcdlow-on  instrument to SASS (31). Thedesign  of NSCATis  based heavily on the

SASS design: It operates at Ku-band and employs antenna fan beams and Doppler filtering to

determine the cell resolution. However, based on the study of SASS data significant

improvements have been made to address NASA science requirements. These include the addition

of a third antenna beam for each side of the swath and an on-board digital Doppler processor to

replace the analog filtering employed by SASS. The NSCAT instrument consists of three major

subsystems: the antenna subsystem, th; Radio Frequency Subsystem (RFS) and the Digital Data

Subsystem (11SS). The detailed design and implementation of each of these subsystems is

described in (3 1).
----

The NSCAT antenna subsystem consists of two sets of three antenna fan beatns. All NSCAT

antenna beams are dual-polarized: The mid-beam can transmit and receive vertical and horizontal

polarizations, but the RFS was designed to excite only the vertical polarization ports of fore and aft

antenna beams. The baseline operation is to scan sequentially through these eight antenna ports in

3.746 seconds, leading to a sampling resolution of 25 km along track. The scanning sequence is

determined by a beam sequence table containing 8 beam numbers stored in the on-bo~d

computer. The addition of a third antenna beam to the SASS design is to improve the ambiguity

selection skill of NSCAT. The results of post-launch NSCAT calibration and validation studies has

suggested that NSCAT multiple antenna measurements without additional meteorological

information allow the selection of the closest solution more than 90 percent of the times,

representing a significant improvement over SASS, which has very little ambiguity selection skill.



Another improvement of NSCAT over SASS is the use of on-board digital Doppler filtering. Due

to the relative motion of spacecraft and earth sur~~ces, the Doppler shift of the return ethos varies

across the swath. The on-board DSS divides the swath into 25 cells based on the Doppler shift.

The Doppler center and bandwidth of each of these cells are adjusted as a function of spacecraft

orbit location to maintain the swath location and across-track cell resolution. A table containing the

constants necessary for the calculation of Doppler frequencies on orbit is called the binning table

and is used by the NSCAT on-board computer for real time calculations. The default binning table

will place a cell at near 10 degree incidence angles and the rest of 24 cells spreading from about

200 km to 800 km off the spacecraft nadir track, resulting in an across-track cell resolution of 25

km. The cell  located at 10 degree incid&ce  angle is called the monitor cell, which will indicate the

stability of instrument based on the fact that ocean backscatter at near 10 degree incidence angles is

insensitive to wind velocities. Because the binning and beam sequence tables can be updated and

uploadable  to the satellite, the along and across track resolutions of each NSCAT cell are

adjustable. For example, NSCAT has been configured to operate at 6.25 km and 12.5 km

measurement resolutions for about 2 days during the first three months of operation. The resulting

high resolution data have enabled the observations of the significant effects of land surface

topography on coastal ocean winds.

SeaWinds is the follow-on to NSCAT. It will be launched on Japanese ADEOS-2 in 1999 for a

three year mission. SeaWinds also operates at Ku-band. SeaWinds system represents a major

design change of NASA scatterometers.  Instead of using the fan beam design, SeaWinds will use

a conically scanning reflector. This is due to the limited space available on ADEOS-2, which does

not provide a clear field-of-view for NSCAT-like  fan beam antennas with broacl  elevation antenna

beam patterns.



17

The SeaWinds reflector is illuminated by two offset antenna feedhorns, resulting in two spot

beams illuminating the earth surface at 47 and 55 degree incidence angles. The outer beam operates

at vertical polarization and the inner beam at horizontal polarization. Because the horizontally

polarized ocean backscatter  has a larger upwind-downwind asymmetry than the vertically polarized

response, the mixed polarization combination was determined to have a better ambiguity selection

skill than the other combinations. The antenna reflector is mounted on a spinning assembly with a

nominal rotation rate of 18 rprn, The antenna footprints produced by these two antenna beams will

trace out two circles on the surface, enabling two to four azimuth radar observations for a given

spot on the surface. The relative azimuth angles of these observations vary across the swath, unlike

the fan beam designs where the relativ~’  azimuth angles are essentially constant from near to far

swath. The varying azimuth geometry degrades the measurement performance at outer swath

and near nadir track where the fore and aft looks reduces to one or have 180 degree separation.

Because of the change of antenna design, the signal detection principle and hence the electronics

design of SeaWinds is also different from those of NSCAT. The resolution of the SeaWinds radar

footprints is basically defined by the size of antenna reflector and is about 35 km in range and 26

km in azimuth. To improve the range resolution, the SeaWinds radio frequency electronics can be

commanded to chirp the transmit signal over 375 Kt iz in one pulse length ( 1.5 msec). On-board

digital processing will then apply range compression to divide the radar echo into seven range bins,

resulting in about 5 km resolution in range. This makes (he size of SeaWinds measurement cell

comparable to the nominal resolution of NSCAT.

Another important feature of the Scawinds  scanning geometry is that the measurement swath is

contiguous without a gap near the subsateliite  nadir track, which is present in fan-beam



scatterometer  designs. Although the accuracy of rctricvccl  wind velocity near the spacecraft nadir

track is not as good as that in the mid-swath, a contiguous swath does allow SeaWinds to image

90% of global ice-free oceans in one day compared with two days required for NSCAT.

ESA has launched two ERS scattcrometers  since July 1991. ERS scatterornetcrs  are part of the

Active Microwave Instrument (AMI) on ERS satellite. AMI operating at a frequency of 5.3 Ghz

(C-band) consists of three operational modes: the image mode, the wave mode, and the wind

mode. In the image and wave modes, AMI is configured as a synthetic aperture radar, while in the

wind mode, it is configured as a scatterometer.  These modes time share the operation in orbit (24).

ERS scatterometers  employ a fm-beari~  antenna design with three vertically polarized antennas

looking to the right side of the satellite. The mid-beam is perpendicular to the EIRS-1 ground track

and the fore and aft antenna beams are offset by 45 degrees in azimuth with respect to the “&id-

beam. The antenna beam widths are 26 degrees in elevation and 0.9 degrees in azimuth for fore

and aft beams and 24 degrees in elevation and 1.4 degrees in azimuth for aft beam. These antenna

beams provide three radar images of the ocean surface with a swath width of 500 km. However,

unlike SASS and NSCAT designs based on Doppler filtering, ERS scatterometers  employ short

transmit pulses and range gate the return ethos to sharpen the resolution along the broad beam

direction. This design eliminates the complexity of Doppler filtering, but an on-orbit yaw-steering

of ERS satellites was recluired to compensate for the Doppler shift.

The other distinct feature of ERS scattcrometers  is the usc of high transmit power. Since the

traveling wave tube amplifier (TWTA) used for ERS AMI provides an output peak power of 4

kw, the transmit power of ERS scatterometers  is much larger than the nominal 100 watt output

power used by SASS, NSCAT, and SeaWinds. Although 100 watt transmit power has been



shown to be adequate for fan-beam scattcrometcrs  as demonstrated by NSCAT performance, a

significantly higher transmit power raises the signal-to-noise ratio (SNR) and reduces the signal

detection uncertainties of low wind 00 at high incidence angles.

The difference in transmit frequencies between ERS and NASA scatterometers  lead to several

inherent performance differences in geophysical retrieval. The lower operating frequency makes

ERS scatterometers  less sensitive to the atmospheric water vapor and clouds than Ku-band

scatterometers,  hence C-band scatterometers  are expected to outperform Ku-band scatterometers

under severe weather conditions. However, C-band backscatter  is less sensitive to wind direction,

particularly at low winds, and has a smaller upwind and downwind backcatter  differences.

Consequently, Ku-band scatterometeri’have  better wind direction accuracy than C-band

scatterometers.  It was observed that ERS scatterorneters  have very little skill in discriminating the

upwind and downwind ambiguities and the geophysical processing for ERS scatterometers

requires auxiliary numerical weather forecasting fields to help select the correct wind direction.

Applications in Earth Science

As the largest source of momentum to the upper ocean, winds drive oceanic motions on scales

ranging from surface waves to basin-wide current systems. Winds over the ocean modulate air-sea

fluxes of heat, moisture, gases, and particulate, regulating the crucial coupling between

atmosphere and ocean that establishes and maintains global and regional climates. Fig. 6 is an

example of global ocean surface winds provided by satellite scatterometers,  illustrating the wind

velocities over the Pacific Ocean on September 21, 1996, acquired by NSCAT. Color in the image

represents wind speed in meters per second. BIUCS show low speeds and yellow show high

speeds. In the tropical areas just north of equator, called the Intertropical Convergence Zone, winds
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from the northern and southern hemisphere collide and force an upwelling  of air. In the subtropical

areas, air sinks back, creating a zone of divergence and low winds that was long ago called the

Horse Latitudes. To the south (north) of the Horse Latitudes in the northern (southern)

hemisphere, there are strong, steady winds known as Trade Winds. At latitudes greater than the

Horse latitude, the Coriolis force is strong. High vorticity in this area creates the cyclones

characterizing Earth’s weather system. The yellow-orange spiral features in the upper left near

Japan are Typhoons Violet and Tom.

Measurements of surface wind velocity can be assimilated into regional and global numerical

weather models, improving our ability to predict future weather. Satellite wind products, such as

those from ERS scatterometers  and N~~AT,  have generated more accurate forecasts and extended

the useful range of weather forecasts by more than 24 hours in the southern hemisphere. The

mapping of wind fields in the equatorial areas of the Pacific Ocean is particular useful for the

prediction of El Nino events, leading to changes of rain patterns and weather world wide. The

ability of satellite scatterorneters  in the prediction of El Nino and other seasonal and annual climate

changes will benefit the management of global agriculture, fisheries, and water reserves.

Scatterometer  winds are also valuable for various commerical  applications, including storm

warning, ship routing, oil production, and marine food harvesting. The scatterometer  winds can

pinpoint the location, structure, and strength of storms, as indicated in Fig. 6. Severe marine

storms, including hurricanes near America and typhoons in west Pacific, are among the most

destructive of all natural hazards. The use of satellite scatterometer winds facilitate the monitoring

and forecasting of tropical and mid-latitude storms. Instead of relying on sparse buoy

measurements and wind report from other ships, captains of ocean cargo ships can rely on regular

scatterometer  winds with large scale coverage to choose routes that avoid heavy seas, high-head
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winds, and severe weather systems. As oil production is ongoing at many offshore platforms

around the world, long time series of scatterometer  winds will be indispensable for the design of

drilling platforms and warning of impending storms. Since winds drive the ocean currents that

transport heat and nutrients. Scatterorneter  winds together with other types of spaceborne sensors

can be used to study the biogeochemical  balance of the ocean-atmosphere system. Detailed wind

data from satellite scatterometers  can aid in the harvesting of natural seafood crops.

Future Perspectives

As the use of scatterometer  winds become more widespread in meteorology, oceanography, and

operational weather forecasting, there fie several chal Ienges for the development and applications

of spaceborne scatterometer technology in the 21st century.

Although satellite scatterometers have already demonstrated a significant contribution to impact on

climate research and weather forecasting, the volume, mass, and cost of a spaceborne

scatterorneter  mission remains high, creating a significant barrier for these instruments to be flown

on operational weather satellites. For instance, the cost of NSCAT and SeaWinds science missions

are in the range of 100 to 200 million dollars for a mission life of three years and both instruments

weigh about 300 kg. It is necessary to continuously incorporate new technologies to reduce the

siz,e, weight, and power of scatteromters.  For example, reducing the noise figure of low noise

amplifiers will enable the reduction of transmit power, hence leading to a smaller demand of the

spacecraft power. Advanced electronics technology will allow the use of fewer and smaller

compnents, but with more capabilities, resulting in a decrease of size and weight. This in turn will

allow the use of a smaller launch vehicle and makes it easier to accommodate the instrument on the

spacecraft. Furthermore, if the mission life time can be extended beyond 3-5 years through the use



of more reliable components and technologies, spaceborne scat[erometry  will be more cost-

effective.

The temporal coverage and spatial resolution of spaceborne scatterometers  need to be improved to

enable the study of many natural phenomena with high variability and resolution. The radar

footprint size and sampling resolution of ERS scattcromcters,  NSCAT and SeaWinds are in the

range of 25 to 50 km, which is inadequate to image high resolution features in the weather fronts,

wind fields with high vorticity near the eyewall  of tropical cyclones, tropical convective cells, and

coastal winds. In addition, NSCAT and SeaWinds require a few days to complete the coverage of

tropical oceans, where there are significant diurnal-period variations, particularly for the meridional

wind components. A more frequent co”~erage  is needed to resolve these variations for investigating

tropical air-sea interaction dynatnics.  These issues will demand a high-resolution scatterometer

with an improved swath coverage or a constellation of low-cost instruments.

The main objectives of spaceborne scatterometers  are to provide surface wind measurements over

the global oceans. However, scatterometers  also acquire radar measurements over land surfaces

and polar sea ice, together occupying more than 30 percent of the earth surface. Recent

investigations of ERS scatteromcters  and NSCAT data have indicated that scatterometers  have a

strong potential for the dynamics and change studies of land surface and polar regions, for

example, tropical deforestation monitoring, glacier ice sheets, sea ice extent and sea ice motion.

‘Jhe challenge is to come up an accurate geophysical interpretation of scatterometer  data collected

over these targets and to develop algorithms for a consistent, quantitative retrieval of geophysical

target parameters.
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Altimetry : Large-Scale Ocean Dynamics

Background

Radar altimetry is a technique for measuring the precise height of sea surface relative to the

geocenter, a very useful variable for geophysical studies. Many physical processes affect the height

of the sea surface. The dominant factor is the spatially varying gravity field of the Earth, making

the sea surF~ce  follow the Earth’s gravitational equipotential  surface, or the geoid. This effect

creates a sea surface relief of hundreds of meters. For instance, the height of the Tropical Indian

Ocean is lower than that of the western Tropical Pacific Ocean by more than 100 m, The reader is

referred to McAdoo  and Marks (32) for an example of the applications of altimetry to the study

of the Earth’s gravity field. Apart from the geoid are sea surface variations of magnitude from

centimeters to meters caused by various oceanographic phenomena: tides, waves, currents, storm

surges, etc. Among these the effect of currents is most interesting to the study of large-scale ocean

dynamics that is key to the understanding of Earth’s climate. The application of altimetry to the

measurement of sea surface height for the study of ocean dynamics is the focus of this section.

The fundamental relation between sea surface height and ocean current is the geostrophic  balance

(22), a balance between the pressure gradient at the sea surface and the Coriolis  force resulting

from the movement of water on a rotating Earth. The pressure gradient is derived from the ocean

topography, defined as the elevation of the sea surfiice  relative to the geoid. The ocean topography

is directly related to the ocean surfiacc current velocity as follows:
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where LI is the eastward velocity, v the northward velocity, x the east coordinate, y the north

coordinate, h the elevation of the ocean topography, f=2f2 sin (latitude), Q=7.29  x10-5 see-’

(rotation rate of the Earth), and g the local gravitational acceleration at the sea surface. The velocity

cletermined  this way is not the total surface velocity, but the important component that penetrates

the deep ocean. There is a surface boundary layer of directly wind-driven current (called the

Ekman layer; see 33) that has no signatures in ocean topography and hence invisible to alitmeters.
.+,

This aspect makes altimetry particularly useful for the study of the circulation of the entire water

column.
-,. -

The relief of the global ocean topography is on the order of one meter, a small signal to retrieve

from space. This signal has to be measured with an accuracy of a few cm in order to calculate the

precise change in the ocean circulation. For instance, a 1-cm tilt of the ocean topography implies

the transport of Llp to several million metric tons of water per second, which is a significant

fraction of the transport carried by the major ocean current systems. The challenge of altimetry is

to achieve this centimetric  accuracy for oceanographic studies.

For a general introduction to altimetry the reader is referred to Stewart (34), Wunsch  and

Gaposchkin  (35), and Chelton et al., (36). The basic concept is straightforward. The radar

altimeter bounces microwave pulses from the sea surface and measures the round-trip travel time

to determine the altitude of the spacecraft above the sea surface. By subtracting this altitude from

the distance between the spacecraft and the geocentcr,  a distance determined by the technique of
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precision orbit determination (37), one can thus obtain the height of the sea surf~ce relative to the

geocenter.

Shown in Fig. 7 (adapted from (38)) is a schematic representation of the technique of pulse

ranging by a radar altimeter. It shows the variation with time of area illuminated by a short, wide-

bearn pulse. The power of the return pulse is proportional to the area of illumination and thus has

a similar dependence on time. The time of the arrival of the leading edge of the return pulse is

used to determine the range from the sea surface to the radar antenna. In the presence of ocean

waves, the wave crests reflect the pulse back to the altimeter sooner than do the wave troughs,

creating a further stretch of the leading edge. The extent of the leading edge of the return pulse can

thus be used to determine the height o{the waves. The frequency used by most radar altimeters

in the range of the Ku band (-14 Ghz which corresponds to a wavelength of about 2 cm. At

is

vertical incidence in the case of a radar altimeter, the return signal strength decreases with the

amplitude of these centimetric waves which extremely sensitive to wind speed. When the wind is

weak, the sea surface is smooth and hence reflects more radar signals than a rough sea resulting

from a strong wind. A strong return pulse is thus related to low wind speed and correspondingly

for a weak return pulse.

To obtain the centimetric  measurement accuracy, a host of technical challenges arises despite the

apparent simplicity of the basic measurement principle of radar altimetry. For example, the radar

pulse needs to be compressed to resolve travel time in nano-seconds;  thousands of pulses need to

be transmitted and received every second to average out the noise in the return signals; the delay of

electromagnetic waves due to the dry and wet air mass in the troposphere as well as the free

electrons in the ionosphere needs to be accounted for; the distance between the center of mass of
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the spacecraft and the geocentcr  needs to be deter[nined  within a few centimeters (a precision of

one in ten millions).

Evolution of the Technology

The early satellite altimeters were primarily flown for proving the concept of this potentially

powerful remote sensing tool (39). The noise levels of the altimeters onboard Skylab (1974),

GEOS-3 (1975-78), and Seasat ( 1978) were 60 cm, 25 cm, and 10 cm, respectively. The Seasat

altimeter (40) was the first one that had reached a precision level useful for oceanographic studies.

Unfortunately, Seasat lasted only slight] y over 100 days. The next satellite altimeter was flown by

the US Navy’s Geosat  (1985-89). Thii’instrument has several improvements over the Seasat

altimeter (41 ), notably the longer radar pulse (102.4 micro seconds instead of 3.2 micro seconds).

This long pulse, plus some other hardware improvements, has reduced the peak power ‘‘

requirement from 2 kw (for Seasat  and GEOS-3) to 20 w, making the instrument more robust.

The Geosat altimeter has lasted for 4 years and generated a rich data set for oceanographic and

geophysical studies (The Geosat special issues of the Journal of Geophysical Research, Vol. 95,

Nos. C3,10,  1990; (42)).

Despite the success of Geosat, it has several limit:itions. The altimeter has only one frequency

channel (13.5 GHz) and hence is not able to retrieve the pulse delay caused by the ionospheric

electrons. This delay can create an error of 2-20 cm. An altimeter operating at two properly

separated frequencies would be able to determine this delay from the difference in pulse travel

free

time

between the two signals. The pulse delay by the water vapor in the troposphere creates another

source of error of up to 40 cm. This delay requires knowledge of the water vapor content of the

atmosphere whose determination would require a microwave radiometer. Such a radiometer was
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missing in Geosat. Moreover, the uncertainty in the radial position of the Geosat  orbit was

determined only with an accuracy of 1 m, making the applications to large-scale ocean dynamics

difficult.

Launched in August, 1992, the U.S./France joint TOPEX/POSEIDON  Mission (43) has provided

a state-of-the-art altimeter system that is specifical ly designed to meet the challenge posed by the

requirement of measuring the large-scale, small signals in sea surface height caused by ocean

currents. There are two radar altimeters on board the satellite. The primary one (provided by

lJ.S.) operates at two frequencies (1 3.6 GHz and 5.3 GHz) for retrieving the ionospheric pulse

delay. The secondary one (provided by France) is a solid-state, single-frequency ( 13.65 GHz)

system to demonstrate low-power, low”~cost  technology for future altimeter missions. The

primary NASA altimeter has several improvements over the Geosat  altimeter (38). The 13.6 GHz

channel has a pulse rate of 4000 per second as opposed to Gcosat’s 1020 per second, resulting in

reduction of noise level to an rm.s magnitude of 1.7 cm. The instrument software in waveform

sampling and analysis is also improved. The French altimeter, using a different design, performs

at a noise level of 2 cm. TOPEX/POSEI DON also carries a three-frequency radiometer for

measuring the total columnm  water vapor content along the altimeter’s line of sight. This

measurement is used to determine the pulse delay caused by the water vapor. The total error in the

altimeter range measurement is estimated to be 3.2 cm (rms) at the rate of one measurement per

second, covering an along-track distance of 6.2 km.

The precise location of the satellite in orbit is determined by three independent tracking systems

(37). Conventional laser tracking was performed by an onboard  laser retro-reflector  array with a

world-wide ground network of k]ser stations. A dual-frequency microwave Doppler system called

DORIS was provided by the French, involving an onboard receiver and a world-wide, densely
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populated network of ground beacons. An experimental GPS receiver was carried as the third

system, which involves the constellation of the GPS (Global Positioning System) satellites and a

network of ground stations. The accuracy of the satellite’s radial orbital position calculated from

these measurements with the usc of a state-of-the-art model of the Earth’s gravity field (44) has

reached a level of less than 3 cm. The total uncertainty in the measurement of sea surface height

has therefore reached a level of 4 cm, making the signals created by the variability of basin-wide

ocean circulation detectable from space for the first time.

Radar altimeter is also part of the payload of the 13RS satellite series (45). Single-frequency

altimeters were flown on both the ERS - 1 (199 1-1996) and ERS-2 (1995 - present) satellites. The

level of performance of these two altiti;etcrs was somewhere between Gcosat  and

TOPEX/POSEIDON. The accuracy of the orbit determination for ERS-2 has been significantly

improved by the PRARE (Precise Range and Range-Rate Equipment ) system, which failed to

work onboard ERS- 1. However, it has been demonstrated that by adjusting the ERS- 1 data to

simultaneous TOPEX/POSEIDON data it was possible to minimize the orbit errors in the ERS - 1

data (46). A major disadvantage of the ERS system is the lack of a second channel for

determining the ionospheric pulse delay.

Applications to Large-Scale Ocean Dynamics

TOPEX/POSEIDON has opened a new door to the study of large-scale ocean circulation and its

governing dynamics. A wealth of results can be found in two special issues of the Journal of

Geophysical Research (Vol. 99 No. C12, 1994; Vol. 100, No. C 12, 1995), as well as Wunsch  and

Stammer (47). For the first time scientists can obtain snapshots of the global ocean topography

every 10 days and monitor its changes over weeks to years. The ocean is turbulent on a wide
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range of scales from mm to thousands of km, from seconds to years and decades. However,

most of the kinetic energy of ocean currents is concentrated at the so-called mcsoscalcs:  100 km in

space and 100 days in time. This is the scale of ocean storms, or eddies (48). Fig. 8 shows a map

of the global distribution of the sea surface variability associated with the ocean eddies. The map

was constructed from one year’s worth of data. It reveals the regions of energetic ocean currents

such as the Gulf Stream, the Japan Current (the Kuroshio),  the Brazil/h4alvinas  Current, and the

Antarctic Circumpolar  Current among others. A map like this is very useful for testing the

performance of computer models of ocean circulation (49, 50,5 1), which, when properly

calibrated and validated, are powerful tools for studying the Earth’s climate system.

Altimetry data are often analyzed in tli~ form of sea surface anomalies, which are deviations of

ocean topography from its time-average and represent the variations of ocean currents that are

affecting climate variability. Shown in Fig. 9 is a comparison of the sea surface anomalies in the

Pacific Ocean derived from the TOPEX/POSEIDON data and the simulation by a state-of-the-art

ocean circulation model (51 ). The degree of similarity is striking, although the amplitude of the

anomalies is general weaker in the model simulation. The time was December of 1994 when the

1994-95 El Nifio (see (52) on the subject) reached its peak. Note the manifestation of the El Nifio

as a high (red color) in the central equatorial Pacific in both the data and the model, indicating the

capability of the model in simulating major ocean anomalies. However, the quantitative accuracy

of the model still needs to be improved. One effective approach is to apply data assimilation

techniques (53) to combining the data with the model such that the information of the sea surface

height  observation can be used to improve the moclel’s  simulation of the circulation, as well as

temperature and salinity at depths (54, 55).
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Future Perspectives

The accuracy and precision of the TOPEX/POSEIDON observation has set the standard for future

altimetric missions. Since the ocean circulation and its effect on climate has a time scales from

years to decades and longer, we need to establish a long record of high-quality altimeter data to

gain significant understanding of the ocean’s role in climate and improve its prediction. A series of

follow-on missions to TOPEX/POSEIDON, called Jason, is currently being developed by France

and US to extend the TOPEX/POSEIDON-class  data record into the 21st century. The first of

these series, Jason- 1, is planned for launch in 1999. This will be a solid-state, dual-frequency

altimeter based on the heritage of the French altimeter on TOPEYJPOSEIDON. The satellite will

also be equipped with a 3-frequency w’ater-vapor radiometer as well as DORIS, GPS, and laser

tracking devices. The objectives are to achieve a minimum performance at the

TOPEX/POSEIDON  level with a goal of approaching 1 cm accuracy in sea surface height. Some

new challenges are to develop new algorithms that would allow (1) recovery of signals over

extreme] y calm seas or rain cells that produce impulse-] ike return wave form, and (2) better

determination of the electromagnetic bias (a sea surface height bias towards the ocean wave

troughs) that needs to be removed form the data. Another important task is calibration and

validation of the system for consistency with ‘1’OPEX/POSEIDON  to ensure continuity of the data

for detecting long-term sea level trend and global change.

There are two other altimetry missions scheduled for the next 5 years. The US Navy’s Geosat

Follow-On (GFO), scheduled for launch in late 1997, is equipped with a single-frequency

altimeter and a two-frequent y water-vapor radiometer. Its chal Icnge  is to make ionospheric

correction using models and data from other sources such as GPS. The ESA’S ENVISAT

(Environment Satellite), scheduled for hmnch in 1999, will carry a dual-frequency altimeter and a
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water-vapor radiometer among several other instruments. The measurement performance will

prc)bably  be close to that of TOPEX/POSEIDON. However, the satellite will fly in an orbit that

not optimized for large-scale ocean dynamics due to multiple mission objectives.

Given the planned missions noted above, the prospects of future altimetric observations are

excellent. The bilateral commitment of France and U.S. to the continuation of

TOPEX/POSEIDON-quality  measurement via the Jason series has laid the foundation for a

global observing system for monitor the ocean in the 2000s. The quality promised by the Jason

measurements will underly  their utility in serving as a framework to integrate other satellite

observations into a powerful data stream for assimilation by sophisticated numerical models.

is

Such a system of data ancl models will”h~akc  routine scientific diagnosis and reliable prediction of

the ocean and climate changes a reality.
.,--
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Figure legends

Figure 1. Radar Interferometry  - Imaging Geometry.

Figure 2. Ice motion of the Ross Ice Shelf, Antarctica near Roosevelt Island. This ERS tandem

phase data was recorded at the US McMurdo Reception Facility in Antarctica in January 1996.

Figure 3. Image showing surface displacement due to the magnitude 7 earthquake in Kobe, Japan

derived from JERS- 1 data. (Courtesy of Dr. P. Rosen, Jet Propulsion Laboratory, California

Institute of Technology)

Figure 4. The typical dependence of microwave ocean backscatter  on surface wind velocities at

Ku-band.

Figure 5. Measurement geometries of SASS, EF!S scatterometers, NSCAT and SeaWinds.

Figure 6. Ocean surface winds provid6’d by NSCAT of the Pacific Ocean on September 21, 1996.

Color in the image represents wind speed in meters per second. Blues show low speeds and

yellow show high speeds.

Figure 7. Altimeter pulse interaction with the sea surface and the characteristic return waveform

generated by the altimeter electronics (from Zieger et al., 1991).

Figure 8. Standard deviation (in cm) of the sea surface height variability over the global oceans

based on the first year of the TOPEX/POSEIDON  data. The white areas represent variabilities

larger than 25 cm with peak values larger than 50 cm.

Figure 9. l’OPEX/POSEIDON  observation (lower) and computer simulation (upper) of the sea

level in the Pacific Ocean during December, 1994, when the 1994-95 El Niiio event reached its

peak. The color code shows the sea level relative to a two-year mean averaged over 1993-94. The

range of sea level shown is about 30 cm, from -15 cm in magenta to +15 cm in red. The

excessive heat associated with the anomalously high sea level in the central equatorial Pacific

altered the path of the atmospheric jet stream and caused unusual weather worldwide. (from Fu

and Smith, 1996)
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